Ribavirin Reveals a Lethal Threshold of Allowable Mutation Frequency for Hantaan Virus
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The broad spectrum of antiviral activity of ribavirin (RBV) lies in its ability to inhibit IMP dehydrogenase, which lowers cellular GTP. However, RBV can act as a potent mutagen for some RNA viruses. Previously we have shown a lack of correlation between antiviral activity and GTP repression for Hantaan virus (HTNV) and evidence for RBV’s ability to promote error-prone replication. To further explore the mechanism of RBV, GTP levels, specific infectivity, and/or mutation frequency was measured in the presence of RBV, mycophenolic acid (MPA), selenazofurin, or tiazofurin. While all four drugs resulted in a decrease in the GTP levels and infectious virus, only RBV increased the mutation frequency of viral RNA (vRNA). MPA, however, could enhance RBV’s mutagenic effect, which suggests distinct mechanisms of action for each. Therefore, a simple drop in GTP levels does not drive the observed error-prone replication. To further explore RBV’s mechanism of action, we made a comprehensive analysis of the mutation frequency over several RBV concentrations. Of importance, we observed that the viral population reached a threshold after which mutation frequency did not correlate with a dose-dependent decrease in the level of vRNA, PFU, or [RTP]/[GTP] (where RTP is ribavirin-5′-triphosphate) over these same concentrations of RBV. Modeling of the relationship of mutation frequency and drug concentration showed an asymptotic relationship at this point. After this threshold, approximately 57% of the viral cDNA population was identical to the wild type. These studies revealed a lethal threshold, after which we did not observe a complete loss of the quasispecies structure of the wild-type genome, although we observed extinction of HTNV.

Hantaviruses represent an important and growing source of disease emergence in both established and developing countries (27). Hantaviruses are enveloped, negative-stranded RNA viruses with a tripartite, segmented genome (28). The genome consists of S (small), M (medium), and L (large) segments of RNA, which encode the nucleocapsid protein (N), glycoproteins (Gn and Gc), and L protein (RNA-dependent RNA polymerase [RdRp]), respectively. When virus is transmitted to humans through inhalation of aerosols of virus shed in rodent excreta, hantaviruses may cause either of two serious illnesses: hemorrhagic fever renal syndrome (HFRS) (21) or hantavirus pulmonary syndrome (HPS) (18, 26). Hantaan virus (HTNV), an Old World hantavirus, is the primary agent of HFRS, while Sin Nombre and Andes viruses are the primary agents in New World cases of HPS in North and South America, respectively.

At present, there are no vaccines or antivirals approved by the U.S. Food and Drug Administration for treatment of any of the hemorrhagic fever viruses or HPS. A limited number of antivirals have been tested, and few have been effective against viruses within the family Bunyaviridae. Ribavirin (1-b-D-ribofuransyl-1,2,4-triazole-3-carboamide) (RBV), a broad-spectrum antiviral agent, and related C-nucleoside analogues ribamidine, selenazofurin (SEL), and tiazofurin (TIA) show potent antiviral activity in vitro against HTNV (17, 19). RBV was proven effective in the treatment of lethal encephalitic suckling mice infected with HTNV (16). Moreover, studies performed in China with HFRS patients suggest that RBV provides an improved prognosis when given early in the course of disease (15). As no other antiviral drugs with this level of activity for the hantaviruses have been reported, RBV remains an important lead for the development of new and better drugs for HTNV and perhaps other members of the Bunyaviridae. However, RBV’s mechanism of action has remained elusive; therefore, efforts toward understanding its mechanism should bring new insights into the design of new drugs. For example, one could use the mechanistic information to explore chemical modifications that would increase its selectivity toward RdRps and decrease selectivity for IMP dehydrogenase (IMPDH).

A cursory review of the literature may suggest that RBV’s mechanism of action is understood, but an intensive review of the literature reveals a complex profile of activity and perhaps a pleiotropic mechanism for this compound. These seemingly diverse mechanisms of action may derive from RBV’s unique interaction with the polymerase machinery for each virus family and the dependence or requirements of that virus family on the nucleotide pool levels, specifically those of GTP. RBV decreases cellular GTP pools by competitive inhibition with IMP for the active site of IMPDH (2, 35). This has been reported to be the mechanism of action for RBV for several viruses (22, 24). However, viral enzymatic activities are also targeted, as suggested by several reports that show RBV’s
effect on capping (11), translation efficiency of viral mRNA (41), and viral polymerase activity (9). These activities may be due to direct incorporation of RBV 5’-monophosphate into mRNA or viral genomic RNAs since it resembles GMP, although it can pseudo-base pair with C and U. Recently, error-prone replication mediated by RBV has been reported for several RNA viruses (reviewed in reference 42), which would also require direct incorporation of RBV. We have also reported that RBV induced error-prone replication in HTNV (31). RBV can act as a potent RNA virus mutagen in poliovirus-infected cells, and it has been proposed that its incorporation into viral RNAs (vRNAs) causes the virus to enter error catastrophe (5). It is apparent that RBV acts as a mutagen for several viruses, including hantaviruses, but from the studies reported to date, it is not clear for most viruses how or if GTP repression via IMPDH contributes to the observed antiviral effect. Recently we have reported that, at least for HTNV, RBV’s activity did not correlate with inhibition of IMPDH but rather with production of RBV triphosphate (RTP) (38). This suggests the interaction of RTP with the hantaviral RdRp, and while consistent with the observed increase in mutation frequency reported earlier for HTNV (31), it does not provide additional insight into the operational mechanism of RBV.

Recently, alternative theoretical models to error catastrophe have been developed for drug-induced mutation frequency in viruses (3, 37). One of the most recent theoretical models, lethal mutagenesis, differs from error catastrophe conceptually. In essence, the theory of lethal mutagenesis is based on a demographic process reflected by an apparent decline in the absolute abundance of the quasispecies population rather than an evolutionary shift in genotype space (3). Furthermore, lethal mutagenesis mandates the extinction of a population, while error catastrophe theory can shift the population toward higher fitness as well as driving what is often referred to as the mutational meltdown of the genome. Clearly, the design of effective antivirals and treatment strategies should be guided by these theoretical considerations. With that in mind, we have designed experiments to reveal which model, if any, was operational for RBV’s inhibitory activity against HTNV. We undertook a comprehensive analysis of the mutation frequency over a wide range of RBV concentrations. We also examined the antiviral effects of several additional IMPDH inhibitors, including mycophenolic acid (MPA), selenuzofurin (SEL), and tiazofurin (TIA), of which SEL and TIA are C-nucleoside analogues of RBV. This enhanced mutation frequency was observed only with RBV and not with other IMPDH inhibitors. Importantly, we observed that a relatively narrow lethal threshold was sufficient for extinction of HTNV. In essence, this threshold reflects a point in the drug concentration at which additional mutations are not tolerated and hence the virus is unable to replicate. However, this point did not lead to a complete loss of the genomic information, as predicted by the alternative hypothesis of error catastrophe.

MATERIALS AND METHODS

Cells, virus, and compound treatments. Vero E6 cells (CRL-1686; ATCC) were propagated and used as described previously (29). HTNV infections were performed by the adsorption of diluted stock virus (76-118 strain) at a multiplicity of infection of 0.1 for 1 h on 3-day-old, confluent Vero E6 monolayers. Treatment of Vero E6 cells with guanosine (Guo), RBV, or MPA was carried out by the replacement of medium with the appropriate concentration of the compound or compound mixtures in Dulbecco’s modified Eagle’s medium with 10% fetal bovine serum after infection. Virus and RNA were harvested at 72 h after infection. PFU were measured by agarose overlay as described previously (39). Total RNA was isolated by Trizol (Invitrogen) as suggested by the manufacturer.

Quantitative real-time RT PCR. Quantification of HTNV S-segment vRNA within virus-infected cells was carried out with a real-time reverse transcription (RT)-PCR assay using the comparative cycle threshold method (ΔΔCT) as described elsewhere (38). Real-time RT-PCRs were performed in triplicate for each sample and prepared with TaqMan universal PCR master mix (Applied Biosystems).

Nucleotide sequencing. cDNA prepared as described above was amplified by PCR with Phusion high-fidelity DNA polymerase (Finnzyme Oy, Finland) according to the manufacturer’s protocols. HS24 (forward, 5’-TACCTAGAACAA CGATGCGCAACTATG-3’) and HS1336 (reverse, 5’-GTGCAATAATGG ATAAATGATCAGTAG-3’) primers were used to amplify the open reading frame of N within the S-segment gene. The amplified product was cloned into plasmid pCR-4 (TOPO cloning kits for sequencing; Invitrogen) after A tailing by using T4 polymerase (Promega). Ninety-six colonies per group were picked, and each colony was subjected to colony PCR by using M13 forward and M13 reverse primers. PCR products were used as the template for BigDye 3.1 automated cycle sequencing (Applied Biosystems) with either M13 forward or M13 reverse primers. The background mutation frequency was measured using the same enzymes with plasmid DNA which encodes the HTNV S-segment cDNA. Sequence analysis included positions 91 to 1329 of the HTNV S-segment cDNA and was done with the Seqscape program (Applied Biosystems) by comparison with the published sequence (GenBank accession number M14626) (30).

vRNA size profiling. HTNV S-segment cDNAs were synthesized with one of the four different primers which were complementary to the regions 441 to 461, and was done with the Seqscape program (Applied Biosystems) by comparison with the published sequence (GenBank accession number M14626) (30).

Extraction and analysis of drug metabolism. Vero cells were incubated at 37°C with RBV or MPA for the indicated times. Cells were washed twice with sterile phosphate-buffered saline and extracted with perchloric acid as described previously (23). The samples were centrifuged at 12,000 × g for 10 min, and the supernatant was neutralized with 4 M of KOH buffered with 1 M of potassium phosphate (pH 7.4). KC104 was removed by centrifugation. Separation and detection of nucleotides were performed using a high-pressure liquid chromatograph equipped with a Partisil-10 strong anion-exchange column (10 μM, 250 by 4.6 mm; Keystone Scientific, Inc., Bellefonte, PA). Elution of the nucleotides was accomplished with a 50-min linear gradient from 5 mM of NH4HPO4 (pH 2.8) to 750 mM of H2H2PO4 (pH 3.7) buffer, with a flow rate of 2 ml/min. Purine standards were detected by their absorbance at 260 nm as they eluted from the column.

RESULTS

RBV, but not SEL, TIA, or MPA, showed a dose-dependent response with viral PFU that did not correlate with GTP levels. RBV, SEL, TIA, and MPA (Fig. 1) are known inhibitors of IMPDH. To define how the observed antiviral activity of RBV correlates with the inhibition of IMPDH, we measured the intracellular levels of GTP and the relative levels of HTNV PFU from infected Vero E6 cells for several concentrations of RBV, SEL, TIA, and MPA (Fig. 2A and B). GTP levels were reduced by 30% to 60% in Vero E6 cells over the concentrations examined (Fig. 2A). The levels of GTP were reduced by 80% in the presence of 3.1 μM MPA (Fig. 2B). In the SEL, TIA, and MPA drug treatments, the levels of HTNV PFU correlated closely with the levels of GTP (Fig. 2A and B). In contrast, increasing RBV reduced HTNV PFU by approximately 100-fold after the GTP levels reached their lowest; hence, RBV did not show any clear correlation with GTP levels. Drug cytotoxicity was not observed over the range of
drug concentrations employed (data not shown). This indicates that RBV's inhibitory effect on HTNV differed from that of the other IMPDH inhibitors and further corroborates our earlier study (38).

MPA's antiviral activity was additive when used in combination with RBV, decreasing HTNV vRNA and increasing mutation frequency. In the study described above, MPA's antiviral activity, but not RBV's, correlated with GTP levels. MPA's, but not RBV's, antiviral activity can be completely reversed with exogenous guanosine (38). These results indicated that the antiviral activity of RBV was not due to the inhibition of IMPDH but was likely due to its conversion to RTP and its subsequent effect on vRNA polymerase. Since the antiviral activity of these two agents was a result of interaction with two different targets, we hypothesized that we would observe an increased antiviral effect upon the addition of both drugs to HTNV-infected cells. As shown in Fig. 3, the combination of RBV with MPA showed an increased antiviral effect. For example, 20 μM (5 μg/ml) of RBV with 1.6 μM (0.5 μg/ml) of MPA showed better antiviral activity than 3.1 μM (1 μg/ml) of MPA alone. We have shown previously that GTP levels in Vero E6 cells treated with RBV and MPA were similar to GTP levels in cells treated with MPA alone (38).

To explore whether the mutation frequency would stay the same for RBV/MPA mixtures versus RBV, we measured the mutation frequency by cloning and sequencing the S segment from HTNV-infected Vero E6 cells treated with RBV at various concentrations or treated with a combination of 41 μM (10 μg/ml) RBV and 3.1 μM (1 μg/ml) MPA (Table 1). We developed a high throughput sequencing system that allowed us to obtain much greater accuracy in measurements of the mutation frequency (see Materials and Methods). This system allowed rapid sequencing of over 100,000 nucleotides (nt) per...
experimental group to obtain the average mutation frequency. The wild-type virus showed an average mutation frequency of 1 per 10,000 nt (Table 1). We noted no increase in background mutation frequency with PCR with Phusion high-fidelity DNA polymerase (data not shown). The mutation frequency of MPA was similar to that of the untreated or wild-type HTNV. However, we observed an increase in the mutation frequency with the combination treatment of 41 μM RBV with 3.1 μM MPA. In light of the previous result which showed that these two drugs act through different mechanisms (Fig. 2), this result suggests that MPA potentiated the activity of RBV.

**Mutation frequency of RBV reaches a threshold, while PFU and vRNA levels show a dose-dependent response.** Previously, we have shown that RBV increased the mutation frequency of HTNV RNAs (31), and this suggested that error catastrophe may be involved. However, since our previous report, other models for these observations have been reported (3, 37). To further probe our earlier observations and those described above, we set out to determine the mutation frequency by cloning and sequencing the S segment from HTNV-infected Vero E6 cells treated with RBV at various concentrations.

In up to five separate experiments, we cloned and analyzed cDNAs derived from approximately 90 independent clones per group depending on the treatment (Table 1 and data not shown). For each treatment group, we made a detailed mutational analysis, and we show these data for one representative experiment (Table 1 and data not shown). The overall mutation frequency and the C→U and G→A mutation frequency showed a linear increase to 82 μM (20 μg/ml), after which neither the overall relative mutation frequency nor the C→U and G→A mutation frequency showed a linear dose response (Fig. 4A). Rather, in this representative experiment and others, we observed three distinct slopes, which suggest a zone corresponding to a threshold in treatment groups from 82 to 246 μM (20 to 60 μg/ml). This is further demonstrated when one plots the percentages of cDNAs with mutation increases (with respect to the mutation frequency of the wild type) over the concentrations of RBV (Fig. 4B).

An additional breakdown of the cDNA population spectrum is presented in Table 2. These data show the cumulative population structures from four independent experiments. We examined the data for the ability to fit a Poisson distribution. Hence, this analysis allowed us to address the question as to whether sequencing of this region of the genome would reflect the population overall. Briefly, we used the average mutation frequency (Table 1) to calculate the theoretical Poisson distribution for each concentration of drug we examined. For example, for 0 and 41 μM RBV, the average values were 0.15 and 0.2% mutations for this length of cDNA, respectively. The values given in Table 1 reflect the average numbers of mutations per 10,000 nt sequenced. The Poisson analysis then provides the theoretical proportion of mutations predicted within the population. This output was then compared to the actual data (Table 2), which were derived from two to four separate experiments. These two outputs were compared by criteria for assessing the goodness of fit using SAS. This value/degrees of freedom was 0.6241, which supports the fit of the model to the data. We also examined the data with SAS GENMOD to do a generalized estimating equations analysis of the repeated experiments. The output Pr>Z was 0.2831, which supports the overall fit of the model for each experiment. These results support a random distribution with respect to the incorporation of RBV throughout the genome.

To further explore possible reasons for the observed threshold, we examined the kinetics of [RTP]/[GTP] at different RBV concentrations and the spectrum of vRNA products being synthesized (i.e., full-length versus truncations due to incomplete synthesis). As shown in Fig. 4A, the ratio of [RTP] and [GTP] showed a dose response and hence ruled out the possibility of [RTP]/[GTP] affecting mutation frequency.

We made a statistical evaluation of total mutation (TM) frequency as a function of RBV concentration presented in Fig. 4. The mutation frequency per 10,000 nt was regressed for all RBV concentrations via simple linear, bivariate, and quadratic regressions. The R² value for the simple regression relationship of TM versus concentration was 0.82. For the bivariate analyses, concentrations were analyzed by the two apparent groups, 0 to 41 μM and 82 to 246 μM. The R² value for the simple regression relationship of TM versus concentration was 0.98 for 0 to 41 μM or 0.76 for 82 to 246 μM. The R²...
value for the quadratic regression relationship of TM versus concentration was 0.98. These statistical analyses support a significant change in mutation response as the RBV concentration increased past a lethal threshold. Finally, we subjected the data to a second-degree polynomial, which confirms that a linear fit of the data is not appropriate (data not shown). The polynomial fit confirmed the suggestion that the relationship of mutation frequency and drug concentration was asymptotic at this point.

Second, our studies shown in Table 1 relied on the cloning of the entire S-segment open reading frame. Hence, it is possible that our data reflect our sampling strategy in that we were not accounting for truncated vRNA products. To address this, we designed primer sets that measured the numbers of copies of four vRNA lengths (Fig. 5). We found that the copy number ratios of cDNAs primed from the position of nt 446 and from the very end position of nt 1,670 remained constant regardless of RBV treatments (13-fold difference at 0 μM and 16-fold difference at 82 μM) (Fig. 5). This suggests that our sampling method accurately reflected the population spectrum within the cell. This strongly supports that the vRNA populations within these thresholds were undergoing extinction; however, these experiments do not address how.

**DISCUSSION**

Since RBV’s synthesis in 1972 by Sidwell et al. (32), numerous studies have shown RBV to have a remarkably broad spectrum of antiviral activity. It has become increasingly clear that its mechanisms of action may differ, however, for different

---

**Tables**

<table>
<thead>
<tr>
<th>Treatment</th>
<th>No. of analyzed cDNAs</th>
<th>No mutations</th>
<th>One mutation</th>
<th>Two mutations</th>
<th>Three mutations</th>
<th>Four mutations</th>
</tr>
</thead>
<tbody>
<tr>
<td>No treatment</td>
<td>460</td>
<td>85.7</td>
<td>12.4</td>
<td>1.5</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>RBV 41 μM</td>
<td>360</td>
<td>74.7</td>
<td>20.8</td>
<td>4.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>RBV 61 μM</td>
<td>180</td>
<td>67.8</td>
<td>27.2</td>
<td>3.9</td>
<td>1.1</td>
<td>0.0</td>
</tr>
<tr>
<td>RBV 82 μM</td>
<td>276</td>
<td>66.7</td>
<td>27.5</td>
<td>4.3</td>
<td>1.1</td>
<td>0.4</td>
</tr>
<tr>
<td>RBV 123 μM</td>
<td>170</td>
<td>65.3</td>
<td>24.1</td>
<td>9.4</td>
<td>1.2</td>
<td>0.0</td>
</tr>
<tr>
<td>RBV 164 μM</td>
<td>348</td>
<td>57.5</td>
<td>29.3</td>
<td>10.6</td>
<td>1.7</td>
<td>0.9</td>
</tr>
<tr>
<td>RBV 246 μM</td>
<td>162</td>
<td>56.2</td>
<td>34.6</td>
<td>4.9</td>
<td>4.3</td>
<td>0.0</td>
</tr>
<tr>
<td>MPA, 15.6 μM</td>
<td>176</td>
<td>77.8</td>
<td>18.8</td>
<td>3.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>RBV + MPA</td>
<td>185</td>
<td>62.7</td>
<td>26.5</td>
<td>8.6</td>
<td>2.2</td>
<td>0.0</td>
</tr>
<tr>
<td>TIA, 154 μM</td>
<td>90</td>
<td>81.1</td>
<td>17.8</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>SEL, 130 μM</td>
<td>93</td>
<td>81.7</td>
<td>16.1</td>
<td>1.1</td>
<td>1.2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*a* Values represent averages from up to four independent experiments; each experiment contained a minimum of 90 independent cDNAs.

*b* Cotreatment of 41 μM RBV with 3.1 μM MPA.
RNA viruses. For example, in the case of virus families. Considerable evidence has shown that cellular GTP levels are reduced by treatment with RBV for several viruses (22, 36). However, there has been no obvious correlation between GTP levels and RBV’s antiviral effect across Flaviviridae and Paramyxoviridae, GTP reduction is suggested as the primary mechanism since exogenous guanosine reverses the antiviral effect proportionally (22). Similarly, GB virus shows reduced specific infectivity when grown in the presence of RBV; however, activity is completely reversed by the addition of guanosine (20). In these examples, the antiviral activity parallels MPA, which inhibits IMPDH (22, 24, 33). In striking contrast to results with these viruses, Wray et al. found no relationship among GTP reduction, RTP, and influenza virus, and their work suggested a direct effect of RTP on viral polymerase (43). Recently, we have reported a similar finding for HTNV (38). The complexity of the mechanism of RBV is further demonstrated in the report that RBV is not effective against members of the Filoviridae (14). Finally, RBV has been suggested to cause error catastrophe for several viruses (for examples, see recent reviews in references 1 and 42). Our studies sought to clarify its mechanism for HTNV, with the recognition that this mechanism may be specific for this family of viruses.

Two independent mechanisms of action for RBV’s antiviral activity are suggested for HTNV. Three lines of evidence support two independent targets of RBV’s anti-HTNV activity: IMPDH and the hantaviral polymerase. First, MPA, SEL, and TIA levels correlated with GTP repression and antiviral activity, measured as infectious HTNV particles released by plaque assay. In contrast, RBV did not. Importantly, RBV treatments of HTNV-infected cells caused an additional 100-fold decrease in vRNA levels at a time when levels of GTP had already reached a plateau. Second, Guo rescue experiments are consistent with two targets for RBV (38). Unlike MPA, the antiviral effect of RBV was not fully recovered by the addition of exogenous Guo. Finally, we observed an increase in antiviral activity and mutation frequency when both RBV and MPA were added to HTNV-infected Vero E6 cells. It is plausible to suggest that RTP is incorporated more efficiently when GTP levels are further reduced by MPA. This suggests that while RBV’s overall mechanism is targeted at RdRp, an additional drop in GTP levels could enhance its mutagenic potential. Future exploration of drug combinations in HTNV animal models would be very insightful and perhaps suggest alternative approaches to treatment of HFRS.

RBV increased the mutation frequency of HTNV and showed a threshold response. For several viruses, including HTNV, RBV can act as an RNA mutagen, which would be expected to reduce the specific infectivity of HTNV. We have explored the kinetics of the loss of specific infectivity of HTNV with an increase in RBV concentration. Our results showed that RBV reduced specific infectivity in a dose-response manner, which did not correlate with the decrease in GTP levels promoted by RBV. To further explore the mechanism for the loss of specific infectivity for HTNV, we exhaustively analyzed the mutation frequency and type as a function of RBV concentration. The mutation frequency of the wild-type population of HTNV was 1.0 mutation per 10,000, which is comparable to that of poliovirus or lymphocytic choriomeningitis virus (4, 13). RBV at 41 to 61 μM increased the overall mutation frequency twofold (1.0 versus 2.0 mutations per 10,000) (Table 1). A detailed sequence analysis showed that frequencies of G→A and C→U mutations, which are predicted to be mediated by RBV incorporation (5), increased similarly. Further analysis revealed that the G→A mutation frequency was much higher than the C→U mutation frequency, as has been reported for West Nile virus (7). The previous study and ours suggest that RBV incorporates more readily into antigenic than into genomic RNA. Remarkably, the percentage of cDNAs with mutations did not show a dose response after treatment with 82 μM RBV in four separate experiments. The kinetics of the response suggested a threshold had been reached. Our analysis fit the data to a second-degree polynomial, which confirmed that a linear fit of the data is not appropriate. The polynomial fit confirmed the suggestion that the relationship of mutation frequency and drug concentration was asymptotic at this point and confirmed the presence of a threshold.

An obvious question that arises from these studies is why the overall mutation frequency reached a threshold. This value is derived from extraction of total cellular RNA from which a large portion of the S segment is subsequently amplified and cloned. One of the simpler explanations could be that the vRNAs can tolerate only a certain level of mutations before they become unstable, which would result in a conformation that is not recognized by the N protein or the polymerase. Alternatively, the drug could affect the processivity of the L protein, which would result in truncated vRNA products. We observed a dose response of infectious virus produced by the cell and the level of vRNA in the cell. We also showed the absence of truncated vRNA products. A model in which RBV causes extinction of the vRNA is suggested by these data. We can simplify the data as two populations, A1 (wild-type population) and A2 (mutant population). In the absence of RBV, we obtained a ratio of 83:17 for A1:A2 for the wild-type pop-
ulation, which basically means that we observed an increase in mutation frequency in only 20% of the population (5:1) over the baseline mutation frequency established at 80%. Upon the addition of drug, a threshold was reached, in which we observed a ratio of ~66:~34 (or 3:1) for A1:A2. This ratio was maintained with increasing concentrations of RBV while viral numbers (PFU and vRNA levels) showed a dose-dependent decrease. Hence, the data argue for the presence of a third population, A3, an inferior genotype, which is unable to replicate. The drug is then promoting the extinction of the virus.

Lethal mutagenesis induced by nucleoside analogs has been suggested as a novel strategy for antiviral drug development for RNA viruses which may exist as a quasispecies (23; see reviews in references 1, 6, 10, and 34). Our data support the hypothesis that lethal mutagenesis of HTNV infection by RBV occurs by an extinction catastrophe rather than an error catastrophe mechanism (3). Challenges facing this approach include the need for intracellular transport of derivatives by active or passive processes, efficient phosphorylation by host or viral enzymes, and high levels of incorporation into the viral genome, thereby increasing error frequency during viral replication and transcription. The combination of antiviral compounds and mutagenic agents to increase the error rate while reducing viral replication provides an additional strategy to promote viral extinction (8). Treatment with 5-flourouracil and guanidine hydrochloride produces high-frequency extinctions of 5-hydroxydeoxycytidine (40). Herein, we show an additive antiviral activity of 2-beta-D-ribofuranosylselenazole-4-carboxamide, a new antiviral agent. Antimicrob. Agents Chemother. 26:476–480.


